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ABSTRACT

In this article, we report our design and implementation of a system based on machine learning to support the identification of vulnerable open-source software. Our system uses publicly-available data sources including Jira tickets, Bugzilla bugs, Github issues and pull requests, Github commits, mailing lists and reserved CVEs. The prediction results of our machine learning models are used to suggest to a team of security researchers on whether each data item is related to vulnerability or not. Our system provides a complete pipeline from data collection, model training and prediction, to the validation of new models before deployment. The system is executed iteratively in production to generate better models as new input data becomes available. Our system is also enhanced by a self-training process that significantly and automatically increases the size of input dataset used in training new models, opportunistically maximizing the improvement in the quality of the generated models at each iteration. We present evaluation results to illustrate the improvement in the performance of the generated models in one iteration and the effectiveness of self-training.

CCS CONCEPTS

• Security and privacy → Software security engineering;  
• Software and its engineering → Software maintenance tools.
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1 INTRODUCTION

As with any software, open-source libraries may contain vulnerabilities. Software composition analysis (SCA) analyzes the dependencies of an application to list those that are vulnerable, with commercial offerings from various companies [3, 11, 20, 21]. SCA systems employ publicly-available databases such as the National Vulnerability Database (NVD) to identify vulnerable dependencies of an application. Each vulnerability recorded in the NVD is identified using a Common Vulnerabilities and Exposures (CVE) id. More often than not, however, the vulnerabilities are reported and/or fixed via various other media, such as issue reports, pull requests, or commit messages, without being identified by NVD. According to SourceClear data [18], close to 50% of vulnerabilities in open-source software are not disclosed publicly with a CVE.

In this article, we report our design and implementation of a production system based on machine learning to support the manual identification of vulnerable open-source software in the context of SCA. As an input to our machine learning system, we use publicly-available data sources, including tickets, bug and issue reports, pull requests, commit data, security-related mailing lists, and a vulnerability database. We use the prediction results of the machine learning system to provide a suggestion to a team of security researchers on whether a data item is related to a vulnerability or not. A vulnerability-related item includes discussions on vulnerabilities. For pull requests and commits, it is typically an item that discusses the patching of vulnerabilities. The final labeling of each data item as vulnerability-related or not is done manually by the security researchers. Our system provides a complete pipeline from data collection, model training and prediction, to the validation of new models before deployment. Our data collection engine collects data from different data sources related to open source projects, by calling the API made available by the data sources. Our data sources include Jira tickets, Bugzilla bugs, Github issues and pull requests, Github commits, mailing lists, and reserved CVEs from NVD. The Github commits are collected from the same set of Github projects where we collect the data for the issues and pull requests. A reserved CVE entry is a CVE entry that has been registered, but at present is not yet confirmed as a vulnerability because of incomplete details. It may later be confirmed as a proper CVE. We apply a filtering with regular expression to filter out irrelevant data, since their number is much more than the relevant ones, except for email data, as the ratio of imbalance for emails is low. The regular expression that we use here includes the terms related to computer security, such as security, advisory, authorized, NVD, etc.
To bootstrap our system, a team of security researchers initially review the data that pass our regular expression filter and label them as vulnerability-related or not. These initially manually-labeled data are used for training our bootstrap models. The models are then used to suggest to the security researchers the vulnerability-relatedness of new input data to help their decision making. This process further produces new labeled data, which are then utilized to generate new and better models iteratively.

We mainly focus on the textual parts of each data item, and for each data source, we use word2vec [10] to perform word embedding. In the training process, we generate one model for each data source we mentioned previously, using a stacking ensemble of classifiers, which are reported to perform well for unbalanced datasets and natural language processing in the literature [28]. The basic classifiers that we use in our stacking ensemble include random forest (RF), Gaussian Naive Bayes, k-nearest neighbor (k-NN), support vector machine (SVM), gradient boosting, and AdaBoost. The output of the six classifiers is passed on to a logistic regression as the meta learner in the stacking ensemble. Given a data item, the model outputs probability of vulnerability relatedness (PVR), which is a value from 0 to 1. We apply a threshold on the PVR called PVR threshold to suggest if the data item is related to vulnerability or not. Given PVR threshold \( \tau \), when a PVR of a data item is strictly greater than \( \tau \), the system outputs a positive (vulnerability-related) recommendation, otherwise it outputs a negative (non-vulnerability-related) recommendation. The data items that are suggested to be vulnerable are passed on to a team of security researchers, who finally labels each data item as vulnerability-related or not.

As manual labeling is expensive, during each iteration, there is a large amount of data not manually labeled that are made up of two parts. One part is the set of data that fails regular expression filter during data collection and another part consists of the data that is automatically predicted as not related to vulnerability by the current production models. We make our system performs semi-supervised learning process; in particular, self-training, where we re-apply our production models to the unlabeled data in order to significantly increase the amount of labeled data for training new models. For each unlabeled data item, we compute its PVR using the production models and use high and low thresholds to label them. If the PVR is higher than the high threshold, the item will be labeled as vulnerability-related, and if it is lower than the low threshold, the item will be labeled otherwise. We do not use any data item whose PVR is from the low to the high threshold.

When a suite of new models are trained, we perform the following two kinds of validation to ensure that they have better quality than the models already deployed in production:

- **Performance validation.** Security researchers and self training produce a combined labeled dataset for training new models. We randomly reserve 25% of these data for the purpose of testing the resulting model, and use only 75% of them to actually train the models themselves. After the models are generated, we apply them to the 25% testing dataset for prediction and compute their performance. We deploy a new model into production only when the new model has a better performance than the production model it is replacing.

- **Stability validation.** There is a risk that the prediction results of the new models are too widely different from the results of the production models. To mitigate this risk, we measure the stability of the prediction results of the new models by comparing them with the results of the models in production. Here we consider a new model to be stable if, its true positives and true negatives do not vary too much when compared with the production model. To measure this, we calculate our new metric called deployment stability, which is the sum of the numbers of the common true positives and common true negatives of the new and production models, divided by the total number of data items. For this measurement, we use a randomly-picked half of the labeled dataset with the same balance of positive and negative labels.

In summary, our contribution focuses on the design and implementation of a system which uses machine learning to support manual curation for identifying vulnerabilities in open-source software through freely-available data sources. Our system supports the whole pipeline of machine learning task, including data collection, training, prediction, and validation. We iterate this pipeline to improve the machine learning model continually. We enhance our system by a self-training process that significantly and automatically increases the size of labeled dataset used in training new models, opportunistically maximizing the improvement in the quality of the generated models at each iteration. We also introduce novel testing methodologies to compare new and production models. In addition, we package our production models as a REST service that provides predictions using submitted user data. In this article, we detail our pipeline, evaluate its performance for the first iteration as a case study, and experimentally demonstrate the effectiveness of self-training for a data subset. Although our core learning engine uses the stacking ensemble of Zhou and Sharma [28], we advance further with building a complete system that also employs semi-supervised learning and uses a novel complete testing methodologies for model evaluation. In addition, we also expand the range of data with emails and reserved CVEs and with more commit features.

We provide an overview of our whole system in Section 2. We discuss the aspects of data collection in Section 3 including data sources and feature engineering, and we discuss model training in Section 4. We discuss the validation of our models in Section 5, and our prediction service in Section 6. We discuss the self-training technique that we use to improve the performance of our models at every iteration in Section 7, and provide an evaluation of our approach in Section 8. We present related work in Section 9, and conclude our paper in Section 10.

### 2 OVERVIEW

Our system provides a complete pipeline from data collection, feature engineering, training, prediction, to new model testing and deployment. It helps manual identification of vulnerabilities in open-source projects using data from Jira tickets, Bugzilla bug reports, etc. Figure 1 shows the data flow diagram (DFD) of our system. It is an iterative pipeline where we use our machine learning models to predict the labels of new data (B) to help security researchers to actually label them. The labeled data are then used to train new
models using supervised learning (C), after which the resulting models are validated against existing production models (D) to ensure that they are better. The newly-validated models are then deployed in production for predicting the labels of newer data (B), as well as being used in a self-training subsystem (E), which automatically labels residual data not manually labeled to increase the amount of labeled data used in the next iteration for training new models, opportunistically maximizing the performance improvement of the generated models at each iteration. We execute our pipeline iteratively to accumulate more labeled data and gradually improve our production models.

We collect data from six sources including Jira tickets, Bugzilla bugs, Github issues and pull requests, Github commits, emails from security-related mailing lists, and reserved CVEs from NVD (A). Here the data are highly unbalanced, where only a small proportion of the input data are vulnerability-related. To tackle this problem, we use a regular expression to filter the input data to obtain data which have relatively higher probability of being related to security vulnerability. The regular expression includes the terms related to computer security, such as security, advisory, authorized, NVD, etc.

To bootstrap the whole process, however, we need to create some initial models. To do this, a team of security researchers reviewed the filtered-in data and label them as vulnerability-related or not, denoted in Figure 1 using the dotted line (bootstrap 1), directly producing labeled data. On these labeled data, we used supervised learning to obtain the initial models (bootstrap 2), one for each data source. In the bootstrap phase, where there is no production model, we directly use these models in production (bootstrap 3).

In the second and further iterations, we use the production models to predict each data item as either vulnerability-related or not (B). The security researchers review those data items that are predicted as vulnerability-related only and label them. Using this method, we miss some true vulnerability-related data due to the imprecision of the production models, but with using the prediction result, we reduce the manual review and labeling time. We then use the new labeled data to generate new models using the same learning approach (C). We note that our system has been gradually evolving over time, and at present we use a set of known-good fixed hyperparameters in the training process, such as we no longer reserve test data for hyperparameter tuning. Once there are new models, we validate them against the production models (D). The purpose of this validation step is to ensure that the new models are deployed actually perform better than the production models.

Manually labeling data is expensive, and hence there is a large amount of data that cannot be manually labeled. The first dataset consists of the data that are predicted non-vulnerability-related by the production models, and second dataset consists of the data that fail regular expression filtering. Their sizes can be much larger than the labeled data, particularly for commit data. Such is the situation where semi-supervised learning can be applied [12, 15, 27]. In particular, here we use a class of semi-supervised learning called self training to automatically label the data from both sources (E). For the first dataset, we already have the PVRs computed by the production models, whereas for the second dataset, we apply the production models to compute the PVRs. Different to prediction service (B), here we replace the PVR threshold with high and low thresholds, such that when the PVR output of the production model is higher than the high threshold, we label the data item as vulnerability-related, and when it is lower than the low threshold, we label the data item as non-vulnerability-related. Otherwise, the data item remains unlabeled. We combine this automatically-labeled dataset with the manually-labeled dataset into a single labeled dataset that we use to train our machine learning models for the next iteration. These we detail in Section 7.

In addition, we also provide our production models as a service. The prediction system is accessible via a REST API, where the user provides input data with specified data source type, and obtain prediction results. Including this component, our system is a complete end-to-end machine learning system with continual performance improvements over time.

3 DATA COLLECTION

3.1 Data Sources

We implemented a data collection engine to collect data from different data sources of open source projects. Table 1 shows the
We show some of them in the first column of Table 2. The data whereas Jira tickets and Github issues/PRs in addition also discuss we use it for prediction. A data item that does not match is to be pull requests from 20,447 Github library repositories at the time of Github Issues and Pull Requests. We list some of them in the second column of Table 2. As for open source libraries that we frequently encounter in customer requests and implementations. Interested readers may visit the sites we list in Table 2 to confirm this.

Similar with the Jira tickets, as at the time of writing we have collected Bugzilla bug reports from 24 Bugzilla servers for open source libraries that we frequently encounter in customer scans. We list some of them in the second column of Table 2. As shown in Table 1 we discovered that Bugzilla bug reports are likely to be vulnerability related when compared to similar data sources (Jira tickets, Github issues/PRs). A possible reason is that Bugzilla bug reports are specifically about bugs which include vulnerabilities, whereas Jira tickets and Github issues/PRs in addition also discuss feature requests and implementations. Interested readers may visit the sites we list in Table 2 to confirm this.

### 3.2 Feature Engineering and Selection

The feature engineering and selection are based on our experiences on whether the feature actually helps in improving the performance or not. We show the features that we extract from the data in Table 3. From Jira tickets and Bugzilla bug reports, we extract the same sets of features. We use the Github issues and pull requests data to train two different models, depending on whether a Github issue or pull request has associated commits or not. We name the data source without commits as Github_Basic, and the data source with commits as Github_Combined. For Github_Basic, we extract the same sets of features as for Jira tickets and Bugzilla bugs. For Github_Combined, we in addition extract commit message, Github user name, patched files paths, patch lines added, and patch lines deleted. The reason for using commit data is that we experimentally discovered that including the corresponding commit data, whenever available, for the identification of the vulnerability relatedness of Github issues and pull requests improves the prediction performance.

For commit data, the authors of [28] decide to use only commit messages as the only feature. They do not use committer’s name due to concerns about the lack of accuracy. However, there is an indication in the literature that the quality of the developer significantly affects the quality of the code [9]. We postulate that the developers more familiar with security issues are more likely to be assigned the task to correct a vulnerability. In contrast to [28], therefore, we include Github user name into our feature set.

We avoid using dates as features for training our models since they result in highly imprecise predictions. We previously found that most of the Jira tickets, Bugzilla bugs, Github issues and pull requests from 20,447 Github library repositories at the time of writing. This set is also based on the libraries that we frequently encounter in customer scans.

**Commits.** The commit data we use are from the same Github 20,447 repositories. Since one Github issue or pull request may be related with multiple commits, the number of commit data is much more than the number of issue or pull requests. We use the commit data both to improve the prediction results for the Github issues and pull requests models, as well as independently to train models used in predicting vulnerability-related commits.

** Emails.** We subscribe to open source software projects mailing list from 18 security-related mailing lists. Although these lists are security-related, the content of each message may not be related to vulnerability, such as a release announcement, and therefore identification is still necessary. We list some of the mailing lists in the third column of Table 2. We utilize the email data without regular expression filtering since the ratio of imbalance is low.

**Reserved CVEs.** NVD’s reserved CVE is an important source to find potential vulnerabilities. A CVE entry is marked as reserved when it is not yet confirmed to pertain to an actual vulnerability. A reserved CVE typically only contains a number of URLs to web pages that possibly describe a vulnerability. The web pages may not describe an actual vulnerability, and therefore we still need to identify a reserved CVE as vulnerability-related, although it is already proposed as a description of a vulnerability. Other details of a reserved CVE get populated when it is confirmed as an actual vulnerability and its reserved status removed.

<table>
<thead>
<tr>
<th>Source</th>
<th>Collected Size</th>
<th>No. Positive</th>
<th>Positive Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jira Tickets</td>
<td>17,427</td>
<td>911</td>
<td>5.23%</td>
</tr>
<tr>
<td>Bugzilla Bugs</td>
<td>39,801</td>
<td>20,250</td>
<td>50.88%</td>
</tr>
<tr>
<td>Github Issues/PRs</td>
<td>50,895</td>
<td>5,147</td>
<td>10.11%</td>
</tr>
<tr>
<td>Commits</td>
<td>157,450</td>
<td>5,181</td>
<td>3.29%</td>
</tr>
<tr>
<td>Emails</td>
<td>20,832</td>
<td>11,756</td>
<td>56.43%</td>
</tr>
<tr>
<td>Reserved</td>
<td>31,056</td>
<td>7,245</td>
<td>23.33%</td>
</tr>
</tbody>
</table>

_ESEC/FSE 2019, 26–30 August, 2019, Tallinn, Estonia Chen et al._

**Table 1: Dataset Sizes**
requests were predicted as positive (vulnerability-related) with a newly-trained suite of models. We discovered that this was due to the inclusion of date features for training our models, which encompass creation date and last modification date. If one of these two features’ value was of the year 2019, the prediction result would be positive. If we changed its value to 2017 or 2018, the prediction result would likely be negative. The root cause was that the prediction results are highly sensitive to these features, and they were represented by milliseconds by the feature extraction, increasing astronomically from the year 2017 to 2019. These two features impact prediction results significantly. We decided that creation and last modification dates are not as relevant to vulnerability compared to other features, and we then dropped these two features.

We clean each textual feature by removing all non-alphabetic characters, except for a commit patch, where we remove brackets and comment delimiters such as #, //, /**/ from the code.

### 4 MODELS TRAINING

#### 4.1 Word Embedding

Most of the features in our six data sources described in Section 3 are text. Here we use word embedding to map words in text to a vector space as input to our learners. For this, we use word2vec [10], which is one of the widely-used approaches of word embedding in text mining. We use the word2vec implementation that is available in the Python’s Gensim library [4]. Word2vec uses neural network to learn vector representation of words based on the context they are used. This is accomplished by either predicting central word from context word, called continuous bag of words (CBOW), or predicting context words from central word, called continuous skip-gram. The output is a dataset which contains a mapping of each word to a vector. To implement our system, we use CBOW.

We train a word2vec model separately for each textual feature of each data source, as each textual feature may have unique characteristics. A commit data item, for example, has normal textual features (commit message, Github user name, patched files paths), as well as code features (patch added, patch deleted). Recall from Section 3.2 that we clean normal textual data by removing all characters that are not letter, and we clean commit patches by removing brackets and comment delimiters. Word2vec also requires a corpus for each data source. This corpus is typically obtained from the input data. Generally, larger corpus results in better vector model. For non-commit data sources, we train word2vec model based on the collected data alone, however, for commits, we in addition expand our corpus by using an existing an unlabeled extra commit data already collected, which include data from various sources such as Github. The number of these extra commit data items is 3,212,690.

Each data item has several features. We build a composite vector whose segments represent all and only the features. For a textual features such as the description of a Jira ticket, we calculate the average value of all the vectors that the words are mapped into by word2vec, and append the resulting vector as a representation of the description text in the composite vector. For numeric features such as the number of attachments, we simply append them as an element of the composite vector.

<table>
<thead>
<tr>
<th>Data Source</th>
<th>Window Size</th>
<th>Minimal Count</th>
<th>Vector Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jira Tickets</td>
<td>20</td>
<td>50</td>
<td>200</td>
</tr>
<tr>
<td>Bugzilla Issues/PRs</td>
<td>20</td>
<td>50</td>
<td>200</td>
</tr>
<tr>
<td>Commits</td>
<td>10</td>
<td>50</td>
<td>200</td>
</tr>
<tr>
<td>Reserved CVEs</td>
<td>10</td>
<td>20</td>
<td>200</td>
</tr>
</tbody>
</table>
4.2 Training

In this section we describe our supervised learning approach ((C) of Figure 1) to build vulnerability-relatedness prediction models, one for each data source. For such classification task, there are different types of possible classifiers to use, such as RF or SVM. Here we follow the approach of [28] to use an ensemble of classifiers which has a better performance than each individual classifier. Our stacking ensemble consists of six basic classifiers and a logistic regression as a meta learner. The six basic classifiers include RF, Gaussian Naive Bayes, k-NN, SVM, gradient boosting, and AdaBoost. The same stacking ensemble is applied to each data source.

For each data item, we represent the positive (vulnerability-related) label using the value 1, and we use the value 0 to represent the opposite label. Since the labels used to fit the model are represented by values of 0 or 1, when a model is used to predict a vulnerability relatedness of a data item, the output is therefore a value from 0 to 1, which we call the probability of vulnerability relatedness (PVR). A PVR is a degree of confidence on whether the data item is related to a vulnerability.

We use the available labeled dataset for training. We randomly split these data using only 75% of them for model training and the 25% rest we reserve for performance testing (Section 5.1). We show our model training pseudocode in Figure 2. The procedure creates a \textit{k-fold stacking ensemble} [28]. In our method, we further randomly split the 75% labeled data part into \textit{k} disjoint subsets (Lines 2–3 of Figure 2). We choose one of the \textit{k} subsets as the testing set, and the union of the remaining \textit{k}–1 subsets as the training set (Line 5 of Figure 2). For each one of the \textit{k} such split, and for each of the six basic classifiers that we use, we fit a model on the training set (Line 7), and then apply the model for prediction to the testing set (Line 8). Now, for each data item in the testing set, the prediction outputs a PVR from 0 to 1. Since we apply the model to the whole testing dataset, the result of the prediction is a vector of PVRs whose length is the size \(|L|/k\) of the testing set. In Figure 2, this is the column vector \(\mathbf{v}_i\) (Line 8). We combine all the column vectors for all basic classifiers into a \((|L|/k) \times M\) matrix \(M_i\) (Line 9). After performing \textit{k} fittings and predictions for a basic classifier, we obtain a \((|L| \times \text{matrix} M)\) whose elements are PVRs. Line 10 of Figure 2 shows the construction of matrix \(M\) from \(M_i\). We use this matrix, and the column vector of the labels of each data item (denoted as \(\text{labels}(L)\) in Figure 2) as inputs to a logistic regression to generate a model \(LRModel_L\) (Line 11 of Figure 2). We generate one such model for each data source \(L \in \text{LabeledDataSource}\), and this logistic regression model combined with all of the \(6 \times k\) basic classifier models are the outputs of the algorithm. We call this output suite as an \textit{ensemble} model, or simply a \textit{model}. We initially trained new models for all data sources once a week, however, we discovered that their performance does not change significantly on a weekly basis, and therefore we presently only train new models monthly.

5 MODEL VALIDATION

The validation step ((D) in Figure 1) evaluates the performance of the models newly trained by comparing it to the models already deployed in production. With this step we ensure that any new model replacing a production model has a better performance. There are two kinds of tests that we perform. Both involve executing prediction tasks on the test data and computing metrics on the results.

5.1 Performance Validation

As the size of the labeled dataset increases over time, we train the new models with a new labeled superset of the labeled dataset that are used to train the production models. Recall from Section 4.2 that we randomly split the new, larger labeled dataset into two sets: we use 75% of the data for training, and 25% of them for testing. This is the testing data used in the validation step we describe in this section. Here, the metrics that we collect are precision and recall which are defined as follows:

\[
\text{precision} = \frac{\text{true positive}}{\text{true positive} + \text{false positive}}
\]
\[
\text{recall} = \frac{\text{true positive}}{\text{true positive} + \text{false negative}}
\]

Precision reflects the ratio of true positives and all predicted positives. In unbalanced case like ours, it helps to focus on the true vulnerabilities. A high precision would save manual work in identifying false positives. Recall indicates the coverage to identify all truly vulnerability-related items. The higher the recall value, the more real vulnerability-related items are recommended to the security researchers for manual labeling.

Given the same model and dataset, different PVR thresholds give different precision and recall pairs. We iterate over all PVR threshold values from 0.01 to 0.99 with 0.01 increments, and draw precision-recall curve with the recall values as the abscissa and precision values as the ordinate. To compare a new model with the
we deployed in production, we compare their precisions given the same recall from the precision-recall curve: the higher the better.

We note that there is another diagnostic tool that could help in comparing two models called receiver operating characteristic (ROC), however, ROC is not suitable to us since our data have a high ratio of imbalance [2], as shown previously in Table 1.

5.2 Stability Validation

In this section we describe our method to test the commonality of the prediction results provided by a newly-trained model versus the production model. Reports that are too different may indicate problems with the new model. This cannot be done using the performance validation technique described in Section 5.1 as we do not actually compare the similarity of the prediction results between the new and production models. For this validation process, we build a test data for each data source from half of the positively-labeled data, and half of the negatively-labeled data, resulting in a test dataset that has half the amount of the labeled data, but with the same label balance. For the production model, we use the PVR threshold value that is used in the deployment, and for the new model, we select a threshold based on model performance report, where both the precision and recall are higher than those of the production model. Here we define and use a new metric called deployment stability as follows:

\[
deployment\ stability = \frac{|TP_n \cap TP_p| + |TN_n \cap TN_p|}{\text{test dataset size}}
\]

where \(TP_n\) and \(TP_p\) refer to true positives of the new and production models, respectively, and \(TN_n\) and \(TN_p\) refer to the true negatives of the new and production models, respectively. This metric measures the coverage of the correct prediction in both models, encompassing both positive and negative data. A high value for this metric indicates that both the new and the production models agree on most of the predictions, so there is not much risk to deploy new model. When deployed, the PVR threshold for new model is the same with the one we use in this test.

6 PREDICTION SERVICE

We deploy the new model into prediction service ((B) of Figure 1) after we confirmed that the new model has a better quality than the current model in production through the validation process (D). Generally, we select a PVR threshold where both the resulting precision and recall of the model are better that those of the production model (see Section 5.2). In the prediction process, the to-be-predicted data are input into the model to produce PVRs. We compare the PVR of each data item with the chosen PVR threshold to predict if it is vulnerability related.

In the prediction service, we perform two types of prediction:

1. **Batch prediction.** This prediction is done using the daily-collected data that pass regular expression filter. Security researchers review the prediction results and label the data.
2. **On-demand prediction.** We provide a web interface for on-demand prediction results. For this, we made part of our system available by implementing a RESTful web service to provide predictions based on the user's data. The prediction is performed using the latest-validated models.

### Table 5: Labeled and Unlabeled Datasets Sizes

<table>
<thead>
<tr>
<th>Source</th>
<th>Collected Data Size</th>
<th>Labeled Data Size</th>
<th>Unlabeled Data Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jira Tickets</td>
<td>17,427</td>
<td>13,028</td>
<td>4,399</td>
</tr>
<tr>
<td>Bugzilla Bugs</td>
<td>39,801</td>
<td>22,553</td>
<td>17,230</td>
</tr>
<tr>
<td>Github Issues/PRs</td>
<td>50,895</td>
<td>17,253</td>
<td>33,665</td>
</tr>
<tr>
<td>Commits</td>
<td>157,450</td>
<td>22,856</td>
<td>134,594</td>
</tr>
<tr>
<td>Emails</td>
<td>20,832</td>
<td>16,573</td>
<td>4,259</td>
</tr>
<tr>
<td>Reserved CVEs</td>
<td>31,056</td>
<td>18,399</td>
<td>12,657</td>
</tr>
</tbody>
</table>

For Github issues and pull requests, we use the Github Basic model for prediction when the data has no commits information, otherwise we use the Github_Combined model.

7 SELF TRAINING

As mentioned in Section 2, our security researchers label the predicted as vulnerability data only. Besides the labeled data, there are a large amount of unlabeled data which are made up of two parts. One is the set that fails regular expression filter during data collection and another is the one which includes items predicted as non-vulnerability-related during batch prediction. Table 5 shows the labeled and unlabeled data size for each data source.

This is a typical semi-supervised learning scenario [12, 15, 27], where there is a large amount of unlabeled data, and a small amount of labeled data, especially for the commit data source where the number of unlabeled data items is about six times that of labeled data items. We use self training method to label these unlabeled data automatically. Self training is a widely-used technique in semi-supervised learning (see Section 9.3). We use the latest validated models deployed in production to predict all of the unlabeled data. We use different PVR thresholds to label vulnerability-related and non-vulnerability-related items. We set a high PVR threshold \(\tau_h\) and a low PVR threshold \(\tau_l\). Given a threshold \(\tau\) for the batch prediction, we have that \(\tau_h < \tau < \tau_l\). If the PVR of a data item is greater than \(\tau_h\), we label it as vulnerability-related. If the PVR is less than \(\tau_l\), we label the data item as non-vulnerability-related. We do not label the data item if its prediction score is between the high threshold and low threshold. We determine the values for \(\tau_h\) and \(\tau_l\) based on our previous experiences for different data sources, where the chosen values we expect to result in high prediction accuracy. We note that in this way, the dataset labeled as non-vulnerability-related by the self training mechanism is a subset of the dataset labeled as non-vulnerability-related by the batch prediction, as \(\tau_l < \tau\).

Due to imprecision risk, we restrict the usage of self-training data labels to model training only and not using them as inputs for the security research team.

8 EVALUATION

8.1 Models Deployment Case Study

In this case study, we use the testing methodologies introduced in Section 5 for illustrating the performance improvements in an iteration. The case study is that of the initial iteration of our pipeline when we introduced self training into the system. This iteration improves the models performance for most of the data sources. Here,
we use production models that are trained using a set of manually-labeled data only. The new models are on the other hand, are trained using both the manually-labeled and the self-training-labeled data from the data sources described in Section 3. The manually-labeled dataset used to generate the production models is a subset of the manually-labeled dataset for training the new models.

**Performance Evaluation.** For performance evaluation, we use the same technique as that of performance testing, which is described in Section 5.1. For each data source, we test the performance of the model with 25% of the reserved labeled data, which are separate from the rest 75% used for training the model itself. To evaluate the new model, we compare its precision and recall with the production model using the precision-recall (PR) curve. Figures 3, and 4 combined show the PR curves for all different data sources. We separate them into two figures for the purpose of clarity. In the figures, each data source has two curves: one for the new model and another for the production model. For each data source, the curve for the new model is mostly above that of the production model. In another word, for each data source, given a specific recall, the precision of the new model is in this case greater than production model. This tendency is the same for all data sources, and it indicates that the new models have better performance. Bugzilla bugs and reserved CVEs have very high precision for all recalls, this is because the input data themselves are mostly vulnerability-related.

Given the same recall, Github_Combined has a better precision than Github_Basic in both the production and new model, indicating that incorporating commit features is useful for predicting vulnerability-relatedness of Github issues and pull requests. For a clearer comparison, Table 6 shows the precision values for both data sources and given the recall values of 0.5, 0.7, and 0.9.

**Stability Evaluation.** For stability evaluation we use the same technique as for stability testing, which is described in Section 5.2. Here we conduct the test on the half of the labeled data, chosen such that they have the same balance of positives and negatives with the original dataset. Concretely, for each data source this is achieved by randomly selecting 50% of data labeled positive, and 50% of the data labeled negative. We input this same dataset to both the production model and the new model. Table 7 shows the data set sizes details, and Table 8 shows the evaluation results. In Table 8, most of the deployment stability values are around 0.9 which means in most cases, both the production model and the new model agree on 90%
of the prediction results, so there is not too much risk to deploy new model. Github_Combined's deployment stability at 0.77 is lower than others due to a steeper increase in the recall from the prediction to the new model. This is an improvement and we can still confidently replace the current model with the new one. Reserved CVEs' deployment stability at 0.73 is low. We discovered that both models consistently mispredict some amount of positive data as negative. In this case, we do not have a confidence to deploy the new model into production. We discovered the reason is that in this initial iteration, there is an error in our implementation where the features that are used for Reserved CVEs model training become reordered in the prediction stage. This demonstrates that our metric has been effective in helping to discover an error.

8.2 Self Training Experiment

In the case study above, the performance and stability results can be attributed to either the increasing amount of the manually-labeled data used, or the introduced self-training-labeled data. Here instead we present an experiment where the self-training-labeled commit data alone is used to increase the amount of labeled commit data. The objective of this experiment is for demonstrating the effectiveness of self learning for a subset of the problem that we consider. The results motivated our adoption of self training.

For the experiment, we use Github commit data alone. The sizes of the datasets that we use are shown in Table 9. The second column shows the numbers of positive and negative data for the 20,000 manually-labeled commits dataset. The third column shows the sizes of the unlabeled datasets, divided into their eventual positive and negative labelings by self training. Again, this situation is suitable for the application of self training due to the disproportionately larger amount of the unlabeled data.

We first train a model using the $k$-fold stacking ensemble approach (see Section 4.2) in a supervised manner and using the 20,000 already-labeled data. We use this model to label the unlabeled data, and add them into our labeled dataset, resulting in total 65,701 labeled commit data. In the labeling process, we use PVR low and high thresholds (see Section 7) to decide whether a particular commit with its PVR value is predicted a positive (vulnerability-related) or a negative (non-vulnerability-related). For the low and high thresholds, we use the values 0.22 and 0.88, respectively. 0.22 is the threshold such that we can use our model to decide that a commit is negative with the high precision 0.93 and 0.88 is the threshold such that we can use our model to decide that a commit is positive with also the high precision of 0.91.

Using the larger 65,701 labeled commit data, we train another $k$-fold stacking ensemble model. Figure 5 shows the PR curves of both models. For any of the recall values with complete precision data, the model with self training consistently has a better precision.

### Table 9: Dataset Sizes for Self Training Experiment

<table>
<thead>
<tr>
<th></th>
<th>Labeled</th>
<th>Unlabeled</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Positive</td>
<td>3,989</td>
<td>849</td>
<td>4,838</td>
</tr>
<tr>
<td>Negative</td>
<td>16,011</td>
<td>44,672</td>
<td>60,683</td>
</tr>
<tr>
<td>Total</td>
<td>20,000</td>
<td>45,701</td>
<td>65,701</td>
</tr>
</tbody>
</table>

9 RELATED WORK

#### 9.1 Vulnerability Identification

Machine learning technology has been widely used for program analysis [5]. Many of the works are for discovering new vulnerabilities, either automatically [1, 6] or for help in auditing [26], however, there are growing number of works that instead deal with known but unidentified vulnerabilities. The work of Wijayasankara et al. [25] points to the criticality of unidentified vulnerabilities, which they call hidden impact vulnerabilities in Linux kernel and MySQL in the period from January 2006 to April 2011. They show that 32% and 64% of respectively Linux kernel and MySQL vulnerabilities discovered during the time period were unidentified vulnerabilities, and that the unidentified vulnerabilities in both software have increased 53% and 10% respectively, Perl et al. [13], for classifies if commits are related to a CVE or not using support vector machine model, but this requires prior identification of the vulnerabilities by CVE ids. Zhou and Sharma [28] explore the identification of vulnerability-relatedness of two kinds of artifacts: commit messages, and issue reports, and pull requests. Zhou and Sharma’s approach does not require CVE ids, it discovers hidden vulnerabilities without assigned CVE ids in more than 5,000 projects spanning over six programming languages. For the identification of vulnerability-related commits, Sabetta and Bezzi propose feature extraction also from commit patches in addition to only from commit messages [16], which is the approach taken by Zhou and Sharma [28], however, they only consider commits as data sources. In using commit patch as a feature, similar to Sabetta and Bezzi [16], we also treat patches as natural language text.

Our core learning engine is similar to that of Zhou and Sharma, which uses a supervised machine learning approach for natural languages with the $k$-fold stacking ensemble, however, we distinguish our work upon theirs in the following ways:

1. (1) From the technical perspective, we designed and implemented a complete system which uses semi-supervised learning and introduces a novel complete model testing methodologies.

2. (2) This article expands the range of data being handled, where we add emails and reserved CVEs as data sources, and we
consider more commit data features, including Github user names, patched files paths, and the commit patch itself.

9.2 Learning with Unbalanced Data

Handling unbalanced data is an important research area in machine learning, with a number of literature surveys [7, 8, 19, 24]. The main approaches to unbalanced dataset include preprocessing, cost-sensitive, and ensemble methods. The preprocessing methods can be further classified into re-sampling methods and feature-selection methods. The re-sampling methods can be further categorized into undersampling, oversampling, and hybrid methods. Undersampling removes data from the majority class in the dataset to balance the data, while oversampling synthesizes data for the minority class in the dataset. In the feature-selection methods, one removes some irrelevant features from the feature space, resulting in more balanced data with only features that are relevant. Cost-sensitive learning assumes higher costs for the misclassification of minority class samples compared to majority class samples, with the algorithm optimizing towards lower cost.

Ensemble method is a popular solution for unbalanced learning [7]. It can be classified into three: bagging, boosting, and stacking [17]. In bagging, the dataset is split into disjoint subsets, and a different classifier is applied to each subset. The results are then combined using either voting for classification, or averaging for regression. In boosting, we serially combine weak classifiers to obtain a strong classifier. In stacking, which includes the k-fold stacking ensemble that we use, the classifiers are coordinated in parallel and their results are combined using a meta classifier or meta regressor, which in our case is logistic regression.

In the area of software engineering, Wang and Yao consider the prediction of defective modules for the next software release based on past defect logs [23]. The data is therefore unbalanced, as the number of non-defective modules is far larger than the defective ones. They consider data re-sampling, cost-sensitive, and ensemble learning methods. One of the best results is provided by boosting method AdaBoost. NC [22]. Rodriguez et al. also review classifiers for unbalanced data for the software defect prediction problem [14]. They consider 12 algorithms, and with using CA.5 and Naive Bayes as base classifiers, and they use Matthew’s Correlation Coefficient (MCC) as performance metric. They also discovered that ensemble methods, including SMOTEBoost and RUSBoost provide better results than sampling or cost-sensitive methods.

9.3 Self Training

Self training is a widely-used semi-supervised learning approach, which is applied when the training data set contains a small amount of labeled data, with a large amount of unlabeled data. This situation arises when labeled data are expensive and time consuming to get, yet the unlabeled data are easier to collect. In self training, a supervised learning model is trained based on labeled data and then the model is applied to the unlabeled data to generate more labeled examples. Training is then performed on the new, larger set of labeled data to generate better-performing model. There are works that demonstrate the efficacy of self training in the literature.

Nigam et al. use self training to classify text from three different real-world domains: newsgroup postings, web pages and newswire articles [12]. They use naive Bayes classifier and expectation-maximization (EM) algorithms for model training. Their experiment shows unlabeled data contains useful information about target functions, and the use of unlabeled data reduces classification error by up to 33%. Yarowsky uses self training for word sense disambiguation [27]. The algorithm is based on two constraints that words tend to have one sense per discourse and one sense per collocation. It achieves better performance than supervised algorithm given identical training contexts and using the one-sense-per-discourse constraint. Self training is used by Rosenberg et al. [15] for object detection. They point out if unlabeled data are labeled incorrectly by self-training model and added to the labeled data set, the model may be potentially corrupted. So they add the self-training labeled data into labeled data set incrementally and check the result. Their study demonstrates that self-training model can achieve results comparable to a model trained in the traditional supervised learning using a much larger set of fully labeled data.

10 CONCLUSION AND FUTURE WORK

We described a design and implementation of a system based on machine learning to support the identification of vulnerable open-source software. Our system uses publicly-available data sources such as Jira tickets, Bugzilla bugs, Github issues and pull requests, Github commits, mailing lists and registered CVEs, and it generates machine learning models that predict the vulnerability-relatedness of the input data. The results are used to help a team of security researchers in labeling vulnerability-related data items. The system supports a complete pipeline from data collection, model training and prediction, to the validation of new models before deployment. It is executed iteratively to generate better models as new input data become available. We use self-training process that significantly and automatically increases the size of input dataset used in training new models to maximize the improvement in the quality of the generated models at each iteration. We present evaluation results to illustrate how our approach improves the quality of the models, and to show the effectiveness of self training.

There are several directions for future work. Firstly, to filter input data, we use regular expression matching. It is possible that this is too strict, where we filter out too many input data that are vulnerability-related. As the first direction, we can try loosening and changing the regular expression so that it more precisely filters the input data. Secondly, the use of code features are common in machine learning approaches for program analysis [1, 6, 26]. A direction here is to add the whole program code as another data source which we do not attempt in the current work. Lastly, in this article, we use a stacking ensemble of machine learning classifiers for modeling and prediction. The third future work direction is to experiment with deep learning techniques for this purpose.
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